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Card 2

Glad today is a short day instead of a regular shift because my head is
hurting | need new contacts | lost my glasses again!!_.

https://rtiinternational.github.io/SMART/




I
"Everyone wants to do

the model work, not the
data work’




Relevant Literature

Machine Learning

« Annotator effects
« Annotator characteristics

Social Psychology

e Contrast and assimilation effects

Survey Methodology

» Question wording & response options
» Question order
* Interviewer effects




Data Collection

o Label 20 tweets

- Davidson et al: “Automated Hate
Speech Detection and the Problem
of Offensive Language”

o Labels:
- Hate speech
- Offensive language
- Neither

o 1007 annotators from Prolific

1,007 labels

of 20 tweets
Annotator characteristics

Varied 2 factors:

3 wordings
e 2response options




6 Task Structure Conditions




Results: Condition 1
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Results: Conditions Differ

Condition 1 Condition 3 Condition 5
50 41.31 2092
40 35.36 3931 3 81
26.88
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Some Evidence for Order Effects
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Annotator Effects

Annotators explain 3%
of variability in labels

* Models learn annotators’
quirks

« More annotators labelling
fewer tweets preferred

Desioned bvarawnixel.com!/ Freepik



Implications & Next Steps

o Task Structure matters
- Transparency in label collection

o Order matters
- Purposeful ordering may backfire

o Annotators matter

- Carefully select annotators &
collect annotator characteristics
- Watch out for predatory inclusion

Next steps:

More experiments
Impact on models
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Condition 1

Click the category that best applies
At this rate, I'd cheer for the awful New York
Yankees over the St. Louis Cardinals.

hate speech offensive language

O O

neither



Condition 3

Does this tweet contain offensive language?
At this rate, I'd cheer for the awful New York
Yankees over the St. Louis Cardinals.

Yes No
O O
Does this tweet contain hate speech?
At this rate, I'd cheer for the awful New York
Yankees over the St. Louis Cardinals.

Yes No
O O



Condition 5

Does this tweet contain hate speech?
At this rate, I'd cheer for the awful New York
Yankees over the St. Louis Cardinals.

Yes No

O O
Does this tweet contain offensive language?
At this rate, I'd cheer for the awful New York
Yankees over the St. Louis Cardinals.

Yes No
O O



